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The authors conducted a large-scale survey about health care twice, once as a web and once as a random digit dialing (RDD) phone survey. The web survey used a statistical technique, propensity scoring, to adjust for selection bias. Comparing the weighted responses from both surveys, there were no significant response differences in 8 of 37 questions. Web survey responses were significantly more likely to agree with RDD responses when the question asked about the respondent’s personal health (9 times more likely), was a factual question (9 times more likely), and only had two as opposed to multiple...
response categories (17 times more likely). For three questions, significant differences turned insignificant when adjacent categories of multicategory questions were combined. Factual questions tended to also be questions with two rather than multiple response categories. More study is needed to isolate the effects of these two factors more clearly.
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**INTRODUCTION**

This article compares the responses from a telephone random digit dialing (RDD) survey with a web survey containing identical questions. The survey concerns health care consumers in California.

In RDD surveys, computer-generated random telephone numbers are called. RDD surveys are commonly used for two reasons: First, the random selection mechanism ensures that the ensuing sample is a probability sample, meaning the probability with which each respondent is sampled is known. The probability mechanism makes valid inference about the entire population possible, beyond the sample at hand. RDD surveys reach both listed and unlisted numbers. Second, response rates tend to be relatively high (Dillman, 1978). A low response rate can jeopardize the validity of the inference because nonrespondents may differ from respondents. However, RDD surveys are inefficient because many of the random phone numbers are either not valid numbers, business numbers, phone booths, not part of the target population, or not valid for other reasons. They are also expensive because of the interviewer time and telephone charges for calls that do not produce interviews.

Similar to the Internet itself, web surveys are a more recent phenomenon. There are several ways of administering a survey over the Internet. One may send an e-mail with the survey and receive the completed survey via e-mail. One may send an e-mail with a pointer to a web page that hosts the survey. A third method is to elicit volunteers by advertising the survey on popular web sites or in newsgroups. Web-based surveys are usually preferable to e-mail surveys because they are easier to program and to administer.

Importantly, web surveys are less expensive than mail surveys and much less expensive than telephone surveys. However, many web surveys allow the participants to self-select into the sample. Web surveys are subject to selection bias and form a convenience sample rather than a probability sample—and therein lies the main criticism of web surveys. A statistical methodology called “propensity scoring” (Rosenbaum & Rubin, 1983) has been used in biostatistics to adjust for selection bias in observational studies since about 1980. Recently, Harris Interactive applied propensity scoring to adjust for bias stemming from respondent selection into web samples. Statistical theory states that if the selection bias is due to observed characteristics, it is possible to adjust for it. How this works in practice is the question we address in this article.

**BACKGROUND**

The literature on web surveys is growing rapidly. A comprehensive collection of references, upcoming conferences, and other materials has been put together by a web survey research team in Slovenia led by Vasja Vehovar (http://www.Websm.org). Schonlau,
Fricker, and Elliott (2002); Fricker and Schonlau (2002); Schaefer and Dillman (1998); and Couper, Blair, and Triplett (1999) gave an overview over studies using web or e-mail surveys.

Web surveys for general populations are currently not universally accepted because there is a debate about their scientific validity (Buckman, 2000). One requirement for scientific validity in probability samples is sufficient coverage of the target population. Dillman (2000) warned that the current coverage of most target populations is inadequate for e-mail or web surveys. Most published studies, however, report on web surveys conducted in closed populations (individual organizations or universities) where e-mail addresses are readily available (Couper et al., 1999). Therefore, coverage issues are less of a concern.

It is important to know whether web surveys yield the same estimates as phone surveys or mail surveys. The evidence is mixed. Taylor (2000) advocated the use of web-based surveys. He reported on several surveys that were conducted in parallel on the phone and on the web and found the weighted response estimates of phone surveys and web surveys to be within 5 percentage points in most cases. He used the same weighting methodology that is used in this study for the web survey. Varedian and Forsman (2002) compared a propensity-weighted web survey with a RDD survey. Both surveys asked about the use of hygiene products. As we will further explain in the discussion, their method differed somewhat from the Harris Interactive method that we describe in this article. Varedian and Forsman found that none of the weighting schemes applied (poststratification, propensity weighting with two different sets of variables) had a pronounced effect on the estimates stemming from the web survey. The web survey and the RDD responses were similar in one question and less so in two others. Bandilla, Bosnjak, and Altdorfer (2003) compared a web survey and a mail survey on “environmental attitudes and values” in Germany. Both surveys constituted a random sample; the web survey sample stemmed from a prerecruited Internet panel. After poststratification on demographic variables, 67% of the items were significantly different in the two survey modes. The number of significantly different items reduced to 27% when restricting the comparison to highly educated respondents. Vehovar, Batagelj, and Lozar (1999) compared weighted estimates of parallel surveys about electronic commerce. Considerable differences in responses were found between the phone survey respondents and web survey respondents. When comparing responses of web survey respondents with those of phone survey respondents who used the Internet, a lot of differences mostly disappeared. The study also concluded that weighting makes little difference in the estimates but noted that some of the weights were very large (exceeding 100) due to the considerable differences between online, telephone, and mail populations. Flemming and Sonner (1999) compared responses from a RDD telephone survey, a web survey of self-selected volunteers, and a web survey of respondents who were randomly selected for an earlier phone survey and who also agreed to fill out web surveys. They concluded:

Even after weighting, there were a number of substantial differences between the online poll results and the telephone results. What’s more, these differences did not follow any systematic patterns that might be explained by differences between Internet users and the public at large.

(p. 8)

Many published studies use very small samples, some too small to be useful for inferential purposes. Schaefer and Dillman (1998) compiled a list of 13 studies using e-mail surveys. All but 2 of the studies reported sample sizes of less than 250 respondents. Some of the problems encountered with large-scale surveys were described in Schonlau, Asch, and Du (2003).
Our study looks at the extent propensity-weighted results differ from RDD results and what type of questions tends to lead to differences in the responses. Our sample is larger than that of many studies and our target population, residents of California, is not closed.

**METHOD**

RAND conducted an RDD telephone survey in California to collect consumer opinions about health care, health care utilization, and factors influencing decisions about health care choices in late 1999. Harris Interactive conducted the same survey over the web. All questions considered here were identical. To make the two surveys more comparable, the RDD survey was weighted using the same poststratification method as the web survey. We now describe the two surveys.

*The Telephone (RDD) Survey*

The RDD sample survey targeted adults in California households with telephones. In each call a random adult was selected using the Troldahl-Carter method of respondent selection (Czaja, Blair, & Sebestik, 1982), and a brief screener was administered. The screener was designed to select all respondents with public insurance; all African American, Asian, and other race respondents; and all who refused or were coded as “don’t know” in response to race. Of the remaining respondents, we randomly selected one third with no insurance; of those remaining, we randomly selected one third with a medical visit in the previous 12 months; and of those remaining, we randomly selected one fifth of Whites and one half of Hispanic/Latinos.

The interview was conducted in English or Spanish. If a respondent declined to be interviewed, additional attempts were made to reach the household and complete the interview on different days of the week and different times of day. If possible, letters were sent to nonresponding households to encourage participation.

We attempted to call 26,222 phone numbers. Of these, 46% (11,955) were known ineligible phone numbers, the eligibility of 38% (9,877) of the numbers could not be determined with certainty, and 16% (4,390) were known eligible phone numbers. Of the households with unknown eligibility, 3,176 were numbers that rang but were unanswered after at least 10 calls, and 6,701 were households that could not be screened (including answering machines that did not appear to be businesses). Of the known eligible numbers, 93% were successfully interviewed, resulting in 4,089 completed surveys. The RAND RDD survey cost $51 per completed case.

We estimated the response rate to be 43%. This calculation assumed that the numbers that were never answered were ineligible (pay phones or other unassigned numbers) and that the proportion of unscreened households that was eligible equals the proportion for screened households that were determined to be eligible (76%).

The sampling weight is the inverse of the sampling probability. The sampling probability was constructed from the probability that a phone number was drawn from a given county, from the probability that the respondent was selected based on the screener interview, and the number of phone lines in the household. We oversampled some counties to ensure that the
sample contained at least 900 respondents of the following subpopulations: 900 each of White, African American, and Asian; 900 in each of the three age categories (18 to 64, 64 to 74, and older than 75); 900 below the poverty line; and 900 in each of the categories of uninsured, Medicare recipients, and MediCal recipients. Oversampling resulted in a design effect (Kish, 1965) of 1.03, or only 3% loss of efficiency compared to a random sample.

We then matched race within area code according to the 1990 census data. In areas of high population density there may be several area codes in a single county. This step ensures that a race subpopulation in one area code does not get mixed together with the corresponding race subpopulation in another area code. As usual, the sampling weights were constructed as the inverse of the different selection probabilities that arise from this sampling scheme. The weights were then trimmed at the 95th percentile and renormalized.

The Web Survey

Harris Interactive selected 70,932 e-mail addresses of California residents from its database of people who have volunteered to receive surveys and who had not recently received a Harris survey. Of these, 81.5% were selected at random. The remainder was sampled from subpopulations where oversampling was desired. Specifically, the remaining 18.5% were divided up as follows: 4.3% African Americans, 7.5% Asian or Pacific Islanders, and 6.7% Hispanics. In addition, the respondents selected at random also contained minorities. The aged (65 years and older) and the respondents with low income (annual income less than $15,000) were also oversampled. Of 70,932 persons to whom e-mails were sent, 2% started the survey and did not finish, and 12% completed the survey. Only 234 respondents were not eligible either because they were not 18 years or older or did not reside in California. The final sample size was 8,195 eligible completes. The response rate for the web survey was 12%, where response rate means the number of completed surveys divided by the number of attempts. Because the web survey forms a convenience sample, the response rate is of little relevance. Even if the response rate as defined earlier were 100%, the sample would still be a convenience sample. The cost of the web survey was $10 per case based on the original target of 5,000 completed cases. The web survey easily obtained 8,195 eligible completes, and the extra cases were obtained free of charge.

The e-mail did not contain the survey but pointed at a password-protected web page containing the survey. The web page is only accessible for people with the individual password supplied in the e-mail. The survey was started on Thursday, February 24th, 2000. A second wave with the second half of the e-mails was sent one week later. Potential respondents had until Tuesday, March 21, 2000, to respond, which is when the site was shut down. Each potential respondent received one e-mail reminder.

Because this web survey did not constitute a probability sample, the weights were derived exclusively through poststratification. The poststratification matched the Current Population Survey for California within race for gender, age, race, income, health insurance, and in addition, for a variable derived from the propensity score as explained in the following.

Propensity Scoring for Web Surveys

Propensity scoring is a statistical technique (Rosenbaum, 2002; Rosenbaum & Rubin, 1983, 1984) for adjusting for selection bias due to observed covariates. Selection bias arises in web surveys because not all members of the target population have Internet access and because respondents are volunteers and are not selected at random.
Propensity scoring has a strong theoretical foundation and is widely accepted within the statistical community (Rosenbaum, 2002; Rosenbaum & Rubin, 1983, 1984). The propensity score is the conditional probability that a respondent is a web survey respondent rather than the respondent of a reference survey given observed covariates. This conditional probability is usually estimated via logistic regression.

To apply propensity scoring to web surveys, a RDD reference survey is needed. The RDD reference survey is generally short and only contains questions related to propensity scoring. It is used to calibrate the web survey responses (the Rand RDD survey on the other hand contains the full questionnaire). The observed covariates are questions that are asked both in the RDD reference survey and in the web survey. The questions used for propensity scoring measure general attitudes or behavior that are hypothesized to differ between the online and the general population. They are usually called attitudinal, lifestyle, or webographic questions. Examples for these questions are “Do you often feel alone? (strongly agree/agree/not sure/disagree/strongly disagree)” or “On how many separate occasions did you watch news programs on TV during the past 30 days?” A census or well-established surveys cannot be used as a reference survey because a census does not contain the attitudinal questions. Harris Interactive conducts reference surveys about once a month. A single reference survey can be used for many different web surveys as long as each web survey contains the attitudinal questions needed for propensity scoring. Ideally, the reference survey and the web survey have the same target population. In our study, Harris Interactive used their standard reference survey, which covers the entire United States, whereas the target population of web surveys was residents of California. Therefore, we have to make the additional assumption that the California population answers webographic questions just like the U.S. population. This assumption is not verifiable.

Web survey respondents and reference survey respondents with the same propensity score are “balanced” with respect to the attitudinal questions. This means that for respondents with the same propensity score, observed differences in attitudinal questions are due to chance rather than systematic bias. Propensity scoring balances observed covariates. Propensity scoring balances unobserved covariates only to the extent that they are correlated with observed covariates. The assumption that unobserved variables can be ignored with respect to selection bias is called ignorability.

In practice, the reference survey and web survey data sets are combined to a single data set. The conditional probability, or the propensity score, is computed by performing a logistic regression on the variables representing attitudinal questions using an indicator variable (web survey/RDD reference survey) as the outcome variable. Respondents for both surveys are sorted into five bins according to the propensity scores. Cochran (1968) showed five bins are sufficient to remove 90% of the removable bias. Weights are assigned such that the web survey’s (weighted) proportion of respondents in each bin matches the reference survey’s proportion in each bin. This is accomplished by constructing a categorical variable with five levels and treating this variable the same as any other poststratification variable. The propensity weights are computed before the data are poststratified.

**Poststratification**

We have applied the same poststratification procedure to both surveys. The poststratification ensures that both surveys match the Current Population Survey for California within race for gender, age, income, and health insurance status (yes/no). In addition, the web survey also matches the five-level variable derived from propensity scoring to the corresponding variable in the reference survey.
**Analysis Plan**

We are interested in: (a) whether the weighted web survey responses are significantly different from the weighted RDD responses, (b) what type of questions/factors make it more likely that responses are similar, and (c) for questions with multiple response categories with significant differences, whether combining adjacent categories removes those differences.

To establish whether results are significantly different, we use $t$ tests for questions that have only two response categories and $\chi^2$ tests for multiple category questions.

In examining what type of questions tends to yield the same result, we consider several factors. First, is the question a factual question (Tourangeau, Rips, & Rasinski, 2000)? Second, does the question directly ask about the respondent’s current or past personal health? And third, is the question a multicategory question as opposed to questions with only two response choices. (All but one question had two or more response choices; only one required a continuous numerical response.)

A factual question is a question that asks respondents about personal activities or circumstances as opposed to asking a respondent’s opinion about a certain issue (Tourangeau et al., 2000). We now give examples that illustrate the attitudinal/factual and personal health/not personal health categories. For example, the commonly used question about a respondent’s health status (“In general would you say your health is: excellent, very good, good, fair, poor”) directly asks about the respondent’s personal health, yet the perception about one’s health status is attitudinal rather than factual. Questions that are both factual and directly ask about the respondent’s personal health include: “Has the doctor ever told you that you had any of the following conditions (heart attack, cancer, diabetes, etc.)?” Questions that are factual but do not ask about the respondent’s personal health include: “Have you ever been asked to rate the quality of a doctor hospital or health insurance plan in a survey?” Questions that do not directly ask about the respondent’s personal health and are not factual include: “How much difficulty do you have right now in making choices or decisions about health care and medical needs (no difficulty at all, a little difficulty, moderate difficulty, extreme difficulty)?”

We constructed indicator variables for factual, personal health, and multicategory and categorized each of 37 survey questions accordingly. We then computed the odds ratios for the hypothesized factors and tested whether the odds ratio was significantly different from 1. An odds ratio of 1 means that the question type does not affect whether the difference between web and RDD survey is significant.

Finally, for questions with significant differences and with more than two categories, we also investigated whether collapsing adjacent categories could eliminate the differences.

**RESULTS**

The web survey had 8,195 respondents; the RDD survey had 4,089 respondents. The RDD response rate was 43%. The web response rate was 11%, whereby response rate means the number of completed surveys divided by the number of attempted interviews.

In 8 of 37 questions the responses were not significantly different at $p = 0.01$. When using the Bonferroni correction to account for multiple testing, the number of questions with insignificant differences increases to 11. The result without the Bonferroni correction is broken down by question category: factual (Table 1), personal health (Table 2), and whether the question had multiple categories (Table 3). The odds ratio for factual questions is 0.11 (significant at $p = 0.02$). The odds ratio for questions about personal health is also 0.11 (significant at $p = 0.02$). The odds ratio for multicategory questions is 17.3 (significant at $p = 0.004$).
This means that web survey responses are more likely to agree with RDD responses when the question concerns the respondent’s personal health (9 times more likely), is a factual question (9 times more likely), and has only two response categories (17 times more likely). Factual questions tended to be two-category questions, meaning that further study is needed to isolate these two factors from one another more clearly.

When applying the Bonferroni correction, personal health questions and multicategory questions become even more significant \( (p < 0.01) \) even though the odds ratio of multicategory questions decreases to 11. The remaining \( p \) values and odds ratio results do not change much.

Because multicategory questions are more likely to lead to significant differences between web and RDD surveys, we investigated whether any two categories of multicategory questions could be combined such that the differences were no longer statistically significant. This was possible for 3 of the 22 multicategory questions that showed significant differences between the RDD and web survey responses. We will illustrate this with the question about health status (Table 4). The hypothesis that the two modes yield the same responses is rejected at \( p < 0.0001 \).

### TABLE 1
Number of Questions That Were Significant/Insignificant by Whether the Question Was Factual or Not

<table>
<thead>
<tr>
<th>Factual Question</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Yes</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

### TABLE 2
Number of Questions That Were Significant/Insignificant by Whether the Question Asked About Personal Health

<table>
<thead>
<tr>
<th>Ask About Personal Health?</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>2</td>
<td>19</td>
</tr>
<tr>
<td>Yes</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

### TABLE 3
Number of Questions That Were Significant/Insignificant by Whether the Question Had Two or More Answer Categories

<table>
<thead>
<tr>
<th>Multicategory Answer</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two answer choices</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Multiple answer choices</td>
<td>2</td>
<td>22</td>
</tr>
</tbody>
</table>
If we combine the categories excellent and very good, we eliminate most of the differences between the two modes. The hypothesis that the combined categories are the same is no longer rejected ($p = 0.056$). Clearly, combining excellent and very good is a post hoc idea. However, we believe that distinguishing between excellent and very good is harder than distinguishing between any two other categories. In this case, these two categories are subject to more measurement error, which is removed by combining the categories.

This was also possible for the question “How much of the time do you feel you have enough of the right kind of information for making choices or decisions about health care and medical needs?” Combining the categories all of the time and most of the time and leaving the remaining categories some of the time and none of the time unchanged rendered a highly significant difference ($p < 0.0001$) insignificant ($p = 0.33$).

For the question “How much difficulty do you have right now in making choices or decisions about health care and medical needs,” combining the first two categories no difficulty at all and a little difficulty also rendered significant differences ($p < 0.0001$) insignificant ($p = 0.83$).

**DISCUSSION**

We conducted the same survey both as a RDD telephone survey and as a web survey. One hopes ideally that the two modes yield the same estimates for the target population. As the previous section shows, this is not generally the case. Differences might arise for many reasons. The fact that collapsing two similar response categories sometimes renders a significant difference insignificant may point to measurement error. Nonproprietary research on how to apply the propensity score methodology to web surveys is still in its infancy. The use of more or different attitudinal questions that feed the propensity scoring may lead to further improvements. There may be a mode effect, namely, respondents may respond differently online than they do on the phone. In our study, differences may also have arisen because of different target populations for the reference survey and the web survey. Finally, the implementation of the propensity scoring method may well have room for improvement.

There is currently no one right way of constructing propensity weights. Harris Interactive constructs a categorical variable from the propensity scores, which along with demographic variables is subsequently used for poststratification. Varedian and Forsman (2002) included the demographic variables in the logistic regression that yields the propensity scores. Their one-step procedure is more convenient than the two-step procedure that Harris Interactive uses, but it does not accomplish poststratification. That is, the weighted estimates do not necessarily match the distribution of the poststratification variables.
Irrespective of reasons that may contribute to differences, we have shown that several factors have large odds ratios and therefore strongly influence how likely the RDD and web surveys will yield the same result. This is remarkable given that this study was not confined to a well-controlled, closed population but instead conducted two large-scale, industrial-strength surveys. We believe that web surveys of general populations are here to stay because they can be conducted more timely (in our study 3.5 weeks vs. 3 months) and are much more cost efficient (in our study $10 vs. $51 per completed case). Our results indicate that propensity scoring for web surveys is a promising technology that warrants and needs more study.

NOTES

1. Poststratification ideally matches the joint distribution of the poststratification variables to a known joint distribution. Because of the curse of dimensionality even with large data sets, it is usually impossible to match the full joint distribution. Instead, most surveys just match the univariate distributions of the poststratification variables. Here we also match selected bivariate distributions.

2. On using the Bonferroni correction: Unlike in most applications where rejecting the null hypothesis is a finding, in our application not rejecting the null hypothesis (i.e., the two surveys are not significantly different) is of particular interest. Therefore, the Bonferroni correction is optimistic with respect to that goal rather than conservative.
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